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SUMMARY

There are situations, where the population consists of more than two
stage units for which partial replacement of units from the sample drawn
on the previous occasion can be done in number of ways. fn this paper,
the theory of multistage successive sampling is considered to estimate the
population mean on each of the /& occasions. The minimum variance
linear unbiased estimator (MVLUE) of the population mean and its
‘variance are obtained when partial retention is made at some one stage
only. This is done first, under the assumption, that certain population
parameters, analogous to population correlation and regression coeffi-
cients, are known and later when they are estimated from the sample.

1. INTRODUCTION

Unistage successive sampling on # occasions was developed by
Jessen [6], Yates [22], Patterson [7], Tikkiwal [12, 13; 14, 15, 16,
17,20, 211, Eckler, and Prabhu Ajgaonkar [8][9]. Two stage sampling
on successive occasions is considered by Tikkiwal [18][19], Singh [11],
_Abraham et al [1], Singh and Kathuria [10] and Kahturia and
Singh [4] to estimate the population mean on the current occasion
under certain restrictive assumptions. Agarwal and Tikkiwal [2] have
obtained the results.for two stage successive sampling under less

. restrictive assumptions. ‘

The theory of multistage successive sampling is considered
in this paper to estimate the population mean on each of the &
occasions. - The minimum variance linear unbiased estimator
(MVLUE) of the population. mean and its variance are obtained
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when partial retention is made at some one stage only. This is- done
first, in Sec. 5, under the assumption that certain population
parameters, analogous to population correlation and regression
coeflicients, are known and later, when they are estimated from the
sample. The results for two stage design due to Agarwal and
Tikkiwal [2] can be immediately obtained from these results. ‘The
results for three stage sampling are given in br1ef in Sec. 7 asa
special case of Sec. 5.

2. SAMPLING SCHEME AND REPLACEMENT PATTERN

Let us have a L-stage finite population consisting of N® first
stage units (fsu’s). Let each of the N® kth stage unit consist of
N (k+1)th stage units (k=1, 2..., L—1). The purpose of study
is to estimate the population mean with maximum precision by
resorting to a partial replacement of units say at kth stage where
k can assume any value from 1to L. The procedure for selectlon
and replacement of units is as follows :

On the first occasion, first a sample of n® fsu’s is selected
out of N® with simple random sampling without replacement
(SRSWOR) scheme. Then '’ pth stage units are selected again
with SRSWOR scheme out of its N pth stage units in the popu-
lation froni each of the selected (p—I)th stage units for p=2,...k—1,
k-+1,..., L. At the kth stage, n(® kth stage units are selected out
of its N"“’ kth stage units in the population from each of the
selected (k— I)th stage umts

For the successive second and higher occasions, the units upto
(k—1)th stage for k>2, are completely retained from one occasion
to the other. For selecting kth stage units on the ith occasion
(i=1,2...,h), the sample of size n kth stage units consists of two parts:

(i) The nd® kth stage units which are also observed for the
same variate at least on the previous occasion.

(#) The m® Fkth stage units. which ‘are selected afresh with
SRSWOR from those kth stage units of the population which are
not selected in the sample upto (i—1)th occasion. Thus,

%) — 1yk) : o (K)
n®=nd® - ny

Further, whenever a kth stage unit is. retained from one occasion
to the other, it is observed with its higher stage units selected earlier.




78 JOURNAL OF THE INDIAN SOCIETY OF AGRICULTURAL STATISTICS

3. NOTATIONS

3,47, dEOtE the variate value of the jz th element of

the (L—1)th stage unxt ‘which in turn ultimately of the jith fsu on the
ith occasion in population and x”l,2 . denote the variate value
of the unit on the ith occasion at the (ry,rs,-- ,rz)th vector draw in
the sample where ry (k=1, 2,...,L) dénotes the rgth draw at the kth
stage. The suffixes k& and 7, used below in the subsequent sections,
vary from I to L and I to h respectively unless otherwise stated.

Let X,;

NI

- rp -1 N
Xijljz"--"'k—l. =|\E N(t)J 2 e E Xijljz"'jl} k22,

t=k Jp=1 jL=1
. NQ)
i= N(l) il B
R ]1=1 .

the population mean under estimation per Lth stage unit on the ith
occasion.

For i=1,

am

()= [ o x nw]'l z D> x, s

ri=1 rp=1 r L=1

and for i> 1. ¥in; (k) and ¥ (k) are similarly defined.

For k= I:
N
1S'£ N(l) z (XW X@)
h=1
and for k>1,
N NiR)
kSz_[ (N — I) 7: N“):] z z (1Y11 — X9, )
S=l Je=1 . .
for k=2, L—1;
N(l) N(L) v

—1 jp =1
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similarly, 194, and xS, for k>sI are defined.

- 11 .
V2—-LS2+ z [ T a(p):l ( o _—NW) 155

1= k+]
: SN oot L k—I 2
l:VZ-2=.LS1:2 L AP L
I forp=k
where aP'=
_ n'?) forp>k
51m11ar1y kVu, for k<L and LVii, are deﬁned
L — KV . ',_,__kV’n . g
uBis 2 Y 7
L (t—1) :'
! — Tc n .
8,0
where nW=1;
k—1
1 1 1
2. . 2.
Dy z gt-(; 7 ND ) 157 N®: lgS, ;
=1 AR
k=2,
N
2 __ 1Y
D]i. Nu,'y

sifriilafly; Drii” and Di' are defined.. T by

4. ASSUMPTION

R T
kRij= m™ BRitsq foralli,j (>i).

t=1
5. MVLUE OF X1 AND ITS VARIANCE

Let a 11near estlmator eh be glven by

h—— 3
e E E E LA N R
2 ’L 1z L

.79

B~

..(5.1)
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where wir,r,-..r, be the weight to be associated w1th the variate
Xiryr, ory and depends upon the vector draw (ryrs, .... rz) but does
not depend on the outcomes at the- vector draw. It may be noted
here that such a linear estimator belongs to Ty 1 class (Koop, [5]).
The following two lemmas are presented without proof to examine
thie unbiasedness'and minimum variance properties of ¢,. The proof
of Lemma5.1 is simple and the proof of Lemma 5.2 is on the lines of
the proof of Tikkiwal’s Lemma 2.1 {18].

Leema 5.1 -
The estimator e, is an unbiased estimator of X,, the population
mean on Ath occasion iff . :

L () )
b S e 0 for i#h ‘
Z Z Wir g pooor, = . ...(5.2)
=1 ’ik=1 rL=1 1 for i=h
Lemma 5.2
¢h,the linear unbiased estimator of X'h, is MVL UVE iff
Cov (x irl‘ra...fL, eh):A“’ o (53)
where Aifi is some constant for all vector draws and i. The variance
of such a MVLUE 1s given by ) :
Var (e,) =Cov (x,,,lfz...,L, e) "..(5.9)
Now we state and prove the following theorem regarding the
MVLUE of the population mean on the hth occasion and its
variance.
Theorem 5.1 .
For h>>2, the MVLUE, k)?h, of X, under the Assumption 4, is
given by ' < : '
A - —
kfh:(l — kpn)[Xnnj, (k) +5Br-1, b (b Xn—1—Xn<1n, (k))]-+-rpn Frny(K)
' ...(5.5)

m . a(k ny & R‘ C (5.6
where k¢h (k) (I h--l h) +—& (k) B g, }; k¢h—1, ...(5.6)

k¢1_ “) 5 1 = — 0,
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. 3 ' " . ) A o . . . . y , . - N
The variance of the MVLUE, & X», when the various ¢s., R s and B's
occuring in the estimator are known in advance, is given by

¢h

Var (LXn)——th-f— Ny RvE oo . (5.7)

Proof

‘The estlmator » X given by Eq. (5.5) in Theorem 5. I can be
put in the form of ‘the estimator ¢, given by Eq. (5.1). Thus
Theorem 5.1 can be easily proved with the help of Lemma 5.1 and
Lemma 5.2 in addition to the following lemmas.

Lemma 5.3

Let %)...n'Y and 3()...n'® be the sample means for the variate
X on ith and #'th occasions (7, '=1, 2, ..., h) based on the observa-
tions froms L-stage population, where for k=1, n® fsu's are
selected out of N and for k>1, n'®) kth stage units are selected out
of N'®) kth stage units of each of the n*V) (k—1)th stage units which
in turn are selected out of N%-1. If the method of, selection at all
the stages is one that of SRSWOR then

(S i
zg: O N“>)tSn 1fr,€n‘” 1=1,2, ,L

Cov (Xirlr,---rL, J k_l 1,1 1 g — .N(k)k;ln(t)-rl.s;
X0 n(l)__.n(L))=\, g (n(t) N(z) 940y g fmi ,,J k
t=1 .o vy

if r, 6 n® for 1<k and‘.‘r,,'!t n'® for k)2;

"5 1Sy ifry & 0

=1, 2, k—1— —55

\
Lemma 5.4

A . R
If #xXs MVLUE of X{ then

Dy +— & ,,(,,) = (I —rbe)aVi for i<i’
r=i+1 _

Exl;

2 k¢z l
Dy + _n(k)_kV f01' i=i
., kn1 o
. . C e

‘ k‘]sw o
Drm’+ P k(VH for l>1’ g

ey

A
Cov (Kiryr,.. 1,2 kX )=
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If the kth stage unit corresponding to X,y , ..., is not present in the
sample upto i'th occasmn then

Cov (xi"x’z""l,’ B Xi i') =D,

The proof of Lemma 5.3 is easy and hence omitted.
Lemma 5.4 can easily be proved first for =2 and then in gencral by
' ‘induction assumir_lg that it is true for i'—1.

Remark 5 1.

We have presented Theorem 5.1 under the Assumption 4. In
the situations where this assumption does not hold good, it can be
easily shown that Theorem 5.1 still hold good if the common #® kth
stage units on the ith occasion be a sub-sample of ”191) , the new kth
stage units on the (i— )th occasion for i=3, 4, ..., A.

When this sub-sampling - condition does not satisfy then the
~cstlm'uor given by Eq. (5.5) is no more MVLUE

6. Variance of LXh when " the Parameters are Estlmated from
Sample.

In Sec. 5 we have obtained the MVLUE of the population
mean and its variance on the ith occasion when certain population
values accuring in the estimator are not estimated from the sample
but are known in advance. When the estimates of these values are

used then /th nexther remains linear nor unbiased.. In this section

we shall give the variance of kX when certain parameters are
unbiasedly estimated from the sample. For this, let the following
generalisation of Tikkiwal’s model (1965, Sec. 5) for multistagc
design hold good.

Xullz' 7 '—X1.+811 + 811 s + +8ﬂ .7 fOl‘ all i,jl,jz,--- ,jL

whore i, 8isg, .. ;91,35 are the random effects such that the L
vectors.

8;11 (81;112 B, e Oaizj, ),
. \ . » N .

LER AR (817 Gy s gy dps s Omg,ged,)  are  mutually
mdependcnt and follow non-degenerate h-variate normal laws with
zero vector means and cerfain Variance-covariance matrices. Then
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the non- lmear estxmator th is an unblaSed estlmator of X 5 1f the

sample of m kth stage umts is a sub- samplc of m-1 for i>3 and
its variance is given by s

() for k=1,
E($1)

e Wap and:
np .
(@) fork>1
k__ﬁl o(2l)h E(k?Sh)
2 m"f— EOR W(k)h,

=1

where
L
0.2
o2, +z_$ for k<L
Wan=4 t=k+1 1 m g»
2 Pk
Ty - for k=L
2 82 :
n =E@;...5)

and, quh is the estlmator of x$n obtained, through estlmates of W s as
given below.

When all n kth stage units are not. contamed inn_ fort 3

then the non-linear estimator #Xn i Isa consistant and asymptotically
unbiased and its mean square deviation V% is given by

k—1 " k-1 A

(z)h A E(/c¢h)

—a o (1.) Wan Ve E (t) B Wan
-

g g Tno
t=1

A consistant and asymptotically unbiased estimator of the

R A
variance or the mean square erfor of non- hn_cap,.estxmator kX5, as’
the case may be, is - , :

(1) For k=1, ‘

1Qsh \
(1) lsh and -
. nh
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(i) Fork>1

¢h 9 kS%

o + ,,(7») 15— T k—1
n® )
t=1
where X
n)
2 . 2
1sh (n([) 1)2 (th Xh )
n=1
and

nty P

Lsz_l:(n(k}_l)n n(t):l Z Z(thr r = Xhrrger )

n=1 r=1

provide unbiased estimates W for different k.

7. THREE STAGE SAMPLING

It has been observed in Sec. 1 that the results on two stage
successive sampling follow as a special case of the results presented
in Secs. 5 and 6. In largenumber of sampling enquiries, three stage
sampling is used. The various results for such enquiries can also be
worked out from the general discussion. However, for illustration
purpose, the results flowing from Theorem 5. 1 are presented below
for three stage design. There is partial replacement (#) at the first
stage only, 7.e. k=1 ; (ii) at the sccond stage only, ie. k=2; and
(iii) at the third stage only, i.e. k=3. '

The MVLUEs of the population mean on the h(2)th occasion
are obtained by putting k=1, 2, 3 in" Egs. (5.5) and (5.6). Their
variances are given by

2
196’1 9 1S.h

Var(th)— 4O Vi — o - (7.1)
N

where _
i T 1./(_1 )
Vi =18+ ( n® N(Z) )2Sh +72—)( W NG )

482 L(7.2)

A 1 1 b Si
.Var( ZXII):( n(l) - N(l) + (1) ( 121(2) 2V’% jzv(;)) ...(7.3)

IAA A,..AAA_‘.J__...__AAA_ALAA.- -._... o

L o A— R
o o Ry e
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where e

1 1
72— Q2 —_— 2
eVi= 25y +( n® T N® )3Sh B +e(7.4)
and
<Var(3X,,)= (,,T) T ND );Sh + nO\ & T NG )2Sh
1 s 1 ) 2 \
- 77 - S sen .
2D\ @ TN ) 30 (7.5)
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